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Example: Spam Filtering 

• Instance Space X: 
– Feature vector of word occurrences => binary 

features 

– N features (N typically > 50000) 

• Target Concept c: 
– Spam (-1) / Ham (+1) 

 

Linear Classification Rules 

• Hypotheses of the form 

– unbiased: ℎ𝑤 𝑥 =  
+1
−1

    
𝑤1𝑥1 + …+ 𝑤𝑁𝑥𝑁 > 0

𝑒𝑙𝑠𝑒
 

 

– biased: ℎ𝑤,𝑏 𝑥 =  
+1
−1

    
𝑤1𝑥1 + …+ 𝑤𝑁𝑥𝑁 + 𝑏 > 0

𝑒𝑙𝑠𝑒
  

 
– Parameter vector 𝑤, scalar b 

• Hypothesis space H 
– 𝐻𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 = * ℎ𝑤:  𝑤 ∈ ℜ𝑁 +  

– 𝐻𝑏𝑖𝑎𝑠𝑒𝑑 =  ℎ𝑤,𝑏: 𝑤 ∈ ℜ𝑁, 𝑏 ∈ ℜ   

• Notation 

– 𝑤1𝑥1 + …+ 𝑤𝑁𝑥𝑁 =  𝑤 ⋅ 𝑥       and     𝑠𝑖𝑔𝑛 𝑎 =   
+1 𝑎 > 0
−1 𝑒𝑙𝑠𝑒

   

– ℎ𝑤 𝑥 = 𝑠𝑖𝑔𝑛(𝑤 ⋅ 𝑥 ) 

– ℎ𝑤,𝑏 𝑥 = 𝑠𝑖𝑔𝑛(𝑤 ⋅ 𝑥 + b) 

 
 
 
 

(Batch) Perceptron Algorithm 

Training Data: 

Example: Reuters Text Classification 

“optimal hyperplane” 


