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Discriminative Learning

e Modeling Step:

e Select classification rules H to consider
(hypothesis space)

e Training Principle:
e Given training sample (X1, V1), ..., &, V)

e Find h from H with lowest training error
— Empirical Risk Minimization

e Argument: low training error leads to low
prediction error, if overfitting is controlled.

e Examples: SVM, decision trees, Perceptron



Discriminative Training of Linear Rules

Training Loss /
Empirical Risk /
Training error

Regularization
Parameter

Regularizer

e Soft-Margin SVM * Ridge Regression

— R(w)=%w*w - R(W)=%W*W

— A, y:) = max(0,1 — y;y) - A y) = i — ¥)?
* Perceptron * Lasso

- Rw)=0 - Rw) =Xl

— AW, y;) = max(0, —y;y)

* Linear Re§re55|on * Regularized Logistic Regression /
- Rw) =0 Conditional Random Field
- A@y) = i = 9)* — RwW) =iwsw
2

— A@,y) = log(1 +e7¥?)

- AF,y) = (i — §)?



Bayes Decision Rule

* Assumption:
— learning task P(X,Y)=P(Y|X) P(X) is known
* Question:

— Given instance x, how should it be classified to
minimize prediction error?

* Bayes Decision Rule:

hbayes(f) = argmaxyey [P(Y — Y|X = f)]



Generative vs. Discriminative Models




Bayes Theorem

* |tis possible to “switch” conditioning
according to the following rule

* Given any two random variables X and Y, it
holds that
P(X =x|Y =y)P(Y =y)
P(X =x)

P(Y =y|X =x) =

* Note that

P(X=x) = ) P(X =xIY =y)P(Y =)
yeY



Naive Bayes’ Classifier
(Multivariate)

Model for each class fever | cough | pukes | flu?
N (h,,,n) | (y,n) (y,n)

P(X = Z|Y = +1) = r P(X; = x;|Y = +1)
i=1

N
P(X = Z|Y = —1) = HP(Xi — x|V = —1)
i=1

Prior probabilities

P(Y = +1),P(Y = -1)
e Classification rule:

N
nawe(x) — dargmax P(Y Y) P(X — xlly y)
ye{+1,—-1} =1



Estimating the Parameters of NB

* Count frequencies in training data
— n: number of training examples
— n, / n_: number of pos/neg examples

— #(Xi=x, y): number of times feature
X takes value x; for examples in class y

— |X;|: number of values attribute X.
can take
e Estimating P(Y)
— Fraction of positive / negative examples in training data
n,

~ ~ n_
P(Y=+1) =— P(Y=-1)=—
n n

e Estimating P(X]Y)
— Maximum Likelihood Estimate

~ #(X; = x;,
PCX; = xily = y) = 2 = X))

Ny

— Smoothing with Laplace estimate

N #(X;: = x;, +1
PO, = x|V = y) = P& = X))

ny + |Xl|




